Losungen zu den Ubungsaufgaben in Kapitel 13

(1) In unseren Online-Materialien finden Sie die Datei »daten_kap13.txt«, die die Rohdaten eines Vier-
Gruppen-Experiments enthélt. In diesem Experiment wurde die Hypothese untersucht, dass die
Konzentrationsleistung von Personen unter dem Einfluss klassischer Instrumentalmusik (Bedingung 1)
hdher ist als unter dem Einfluss von Rockmusik (Bedingung 2), von einer Opernarie (Bedingung 3) oder
von deutscher Schlagermusik (Bedingung 4). Die Versuchspersonen wurden randomisiert einer der vier
experimentellen Bedingungen zugeteilt und sollten sich entsprechende Musikstiicke fiir ca. 15 Minuten
anhoren. Gleichzeitig sollten sie einen Konzentrationstest bearbeiten. Die erreichte Punktzahl in diesem
Test fungiert als abhangige Variable.

Lesen Sie diese Datendatei in ein Statistikprogramm (z. B. R, SPSS) oder ein Tabellenkalkulations-
programm (z. B. Excel) ein. Beantworten Sie die folgenden Fragen:

(a) Wie lauten die Mittelwerte, die Stichprobenstandardabweichungen und die Standardfehler innerhalb der
vier Gruppen?

n; Mittelwert Standard- Standardfehler
abweichung
Klass. Instrumentalmusik 20 23,25 4,66 1,04
Rockmusik 20 15,55 3,76 0,84
Opernarie 20 14,20 4,60 1,03
Deutscher Schlager 20 9,30 4,05 0,91

(b) Priifen Sie, ob die Voraussetzungen fiir die Anwendung des F-Tests der einfaktoriellen Varianzanalyse

erfiillt sind.

Unabhédngige Messwerte. Ob die Unabhangigkeitsannahme wirklich erfiillt ist, lasst sich statistisch nicht
ohne weiteres priifen. Da die Versuchspersonen den vier Bedingungen aber randomisiert zugewiesen
wurden, gehen wir (weitgehend ungepriift) davon aus, dass die Unabhangigkeitsannahme nicht verletzt ist.
Normalverteilung. Ob die Variable ,Punkte im Konzentrationstest® normal verteilt ist bzw. ob sie
signifikant von einer Normalverteilung abweicht, kann mit Hilfe des KS-Anpassungstests tberpriift

werden. In unserem Fall ergibt sich fiir diesen Test:
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Kolmogorov-Smirnov-Anpassungstest

Ergebnis im
Konzentrationstest
n 80
Parameter der Normalverteilung Mittelwert 15,58
(aus den Daten ermittelt)
Standardabweichung 6,56
Extremste Differenzen Absolut 0,107
Positiv 0,107
Negativ -0,049
Kolmogorov-Smirnov-Statistik (z): 0,959
Asymptotische Signifikanz (2-seitig) 0,317

Da die KS-Statistik unterhalb des kritischen z-Wertes von 1,65 liegt (bei & = 5 %), muss die Nullhypothese,
der zufolge die Verteilung der Testwerte einer Normalverteilung folgt, nicht verworfen werden.

Varianzhomogenitdt. Ob die Annahme, dass die Varianzen in den vier Gruppen homogen sind, erfillt ist
bzw. ob die vier Varianzen signifikant voneinander abweichen, kann mit Hilfe eines Levene-Tests
iiberpriift werden. In unserem Fall ergibt sich fiir die Levene-Statistik ein Wert von 0,906. Dieser Wert liegt
bei 3 Zahler- und 76 Nennerfreiheitsgraden auf einem Signifikanzniveau von & = 5 % unterhalb des
kritischen Wertes von Fgsa76 = 2,725. Die Nullhypothese, der zufolge die Varianzen in den vier Gruppen

gleich sind, muss also nicht verworfen werden.

(c) Priffen Sie mit Hilfe einer einfaktoriellen Varianzanalyse, ob sich die vier Bedingungsmittelwerte
signifikant voneinander unterscheiden. Der F-Test wird auf einem Signifikanzniveau von a = 5 %

durchgefiihrt.
Tafel der Varianzanalyse
QS df MQS F p-Wert
Zwischen den Gruppen 2003,450 3 667,817 36,406 <0,001
Innerhalb der Gruppen 1394,100 76 18,343
Gesamt 3397,550 79

Der empirische Wert fiir den F-Quotienten ist grofler als der kritische Wert von Fposs76 =2,725. Die

Nullhypothese, der zufolge die Mittelwerte in den vier Gruppen gleich sind, kann verworfen werden.
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(d) Wie lautet die empirische Effektstirke 7°? Bewerten Sie die GréBe von 7’ anhand der Taxonomie von

(e)

f)

Cohen. Wo liegen die Grenzen des 90 %-Konfidenzintervalls fiir die EffektgroBe 7°?

Gemiafl Formel F 13.10 berechnen wir den Wert 7° = Qs = 2003,45
QS,, 3397,55

wiren wir auch mit Formel F 13.49 gekommen: 7° = F-df., __36,406-3
F.df,, +df,, 36,406-3+76

=0,60 Zum gleichen Ergebnis

=0,60. Dieser

Wert spricht nach Cohen fiir einen sehr grofien Effekt.

Das Konfidenzintervall fiir 777 ermitteln wir, indem wir zunichst die Ober- und die Untergrenze des
zweiseitigen 95 %-Konfidenzintervalls fiir den Nonzentralitdtsparameter A bestimmen. Das tun wir mit
Hilfe des Programms NDC (oder eines anderen Programms bzw. Internet-Tools). Wir ermitteln die Werte
Au = 59,98 und 4, = 166,81. Diese Werte rechnen wir nun mit Hilfe von Formel F13.60a in die Effektstarke

A 59,98 A 166,81

A, +n  59,98+80 4, +n 166,81+80
Intervall [0,43; 0,68] iiberdeckt also mit einer Wahrscheinlichkeit von 95 % den wahren Populationseffekt

7.

=0,43 und 7]5 = =0,68. Das

17 zuriick und erhalten 7> =

Wie groB war die Power dieses Tests, wenn man die empirische Effektstirke 7’ als Schitzer fiir den
»wahren« Populationseffekt zugrunde legt?

Wenn wir die Teststarke mit Hilfe des Programms G*Power berechnen wollen, miissen wir die Effektstarke

#7° zunachst in die Effektstirke f umrechnen. Das tun wir mit Hilfe von Formel F 13.57:

~2
f = n 5 = 0,60 =1,225. Diesen Wert kéonnen wir nun in G*Power als Schitzer fiir den
1-7 1-0,60

postulierten Populationseffekt ¢ einsetzen. Wir wéhlen folgende Einstellungen:

e TEST FAMILY = F tests

e STATISTICAL TEST = ANOVA, omnibus, one-way

e TYPE OF POWER ANALYSIS: Post hoc

e INPUT PARAMETERS: Effect size f: ¢ = 1,225; & err prob: & = 0,05; Total sample size: n = 80;

Number of groups: ] = 4.
Dann ergibt sich eine Power von nahezu 1. Die Wahrscheinlichkeit, einen solch grofien Effekt unter diesen

Bedingungen zu finden, ist also sehr grof3.

Priifen Sie mit Hilfe der Bonferroni-Holm-Methode, welche Bedingungsmittelwerte sich signifikant
voneinander unterscheiden.

Die Bonferroni-Holm-Methode wird in vier Schritten durchgefiihrt, die wir hier nacheinander durchgehen
wollen.

(1) Festlegung von cium. Wir legen fest: tfum =5 %.

(2) Durchfithrung der s Paarvergleiche und Ermittlung der jeweiligen p.-Werte. Wenn wir fiir alle sechs

moglichen Paarvergleiche einen eigenen ¢-Test fiir unabhangige Stichproben durchfiihren, erhalten wir:
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Gruppe 1 Gruppe 2 Differenz Standardfehler | ¢ p
Klass. Instr.-musik Rockmusik 7,70 1,35 5,69 <0,001
Klass. Instr.-musik Opernarie 9,05 1,35 6,68 <0,001
Klass. Instr.-musik Deutscher Schlager 13,95 1,35 10,30 <0,001
Rockmusik Opernarie 1,35 1,35 1,00 0,325
Rockmusik Deutscher Schlager 6,25 1,35 4,61 <0,001
Opernarie Deutscher Schlager 4,90 1,35 3,62 0,001

(3) Sortieren der Paarvergleiche nach den p-Werten in aufsteigender Reihenfolge, so dass P, der
Mittelwertsunterschied mit dem »signifikantesten« Effekt, P, der Mittelwertsunterschied mit dem
»zweitsignifikantesten« Effekt etc. und Ps der Mittelwertsunterschied mit dem am wenigsten signifikanten
Effekt ist.

(4) Bestimmung des adjustierten spezifischen Signifikanzniveaus auf der Basis der Gleichung

o, = . (sieche Formel F 13.68).
s—(r-1)

Da die p-Werte ohnehin so klein sind, kénnen wir die Sortierung anhand der t-Werte (in absteigender
Reihenfolge) vornehmen. Die adjustierten spezifischen Signifikanzniveaus sind in der folgenden Tabelle in
der vorletzten Spalte eingetragen. In der letzten Spalte ist eingetragen, ob der empirische p-Wert fiir einen
Mittelwertsvergleich kleiner ist als das jeweilige adjustierte spezifische Signifikanzniveau. Wir sehen, dass
diese fiir alle Mittelwertsvergleiche mit Ausnahme des letzten (Vergleich zwischen Rockmusik und

Opernarie) der Fall ist.

Gruppe 1 Gruppe 2 t P o p<ay?
Klass. Instr.-musik Deutscher Schlager 10,30 <0,001 0,008 ja
Klass. Instr.-musik Opernarie 6,68 <0,001 0,010 ja
Klass. Instr.-musik Rockmusik 5,69 <0,001 0,013 ja
Rockmusik Deutscher Schlager 4,61 <0,001 0,017 ja
Opernarie Deutscher Schlager 3,62 0,001 0,025 ja
Rockmusik Opernarie 1,00 0,325 0,050 nein

(g) Wie lautet die kritische Differenz zwischen zwei Bedingungsmittelwerten in Anlehnung an die Methode
von Tukey? Welche Mittelwertsdifferenzen iiberschreiten in diesem Datenbeispiel die kritische Differenz?

Beim Tukey-Test muss eine empirische Mittelwertsdifferenz P, den folgenden kritischen Wert

J-6?
Py tiberschreiten, damit die Nullhypothese abgelehnt werden kann: B =0, ; 4 - - :
Um mit Hilfe eines Tukey-Tests zu iiberpriifen, welche der sechs Mittelwertsunterschiede signifikant von 0
abweichen, muss zunachst der kritische g-Wert ermittelt werden. In unseren Online-Materialien verweisen
wir auf Tabellen, in denen die kritischen Werte fiir eine bestimmte Anzahl von Paarvergleichen, ein

bestimmtes a-Niveau und fiir bestimmte Freiheitsgrade abgetragen sind.
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Bei einem Signifikanzniveau von ium = 5% betrdagt dieser Wert bei J = 4 Stufen (also s = 6

Paarvergleichen) und dfin, = 12 Nennerfreiheitsgraden g = 4,2. Eingesetzt in die o. g. Formel ergibt sich

18,34
20

Auch hier gilt, dass alle paarweisen Mittelwertsdifferenzen bis auf einen (Rockmusik vs. Opernarie)

dann B, =4,2- =4,02.

signifikant von 0 verschieden sind.

(h) Priifen Sie, ob es sich bei dem folgenden Set von Kontrasthypothesen um ein Set orthogonaler Kontraste
handelt:

ﬂ1+ﬂ3<ﬂ2+ﬂ4
2 2

ﬂ1+ﬂ2<ﬂ3+ﬂ4
2 2

Mt Hy  Hot i
2 2

Zunéchst formulieren wir fiir jeden dieser drei Kontrasthypothesen (KHI1, KH2 und KH3) die
entsprechenden Kontrastkoeffizienten. Sie lauten:

KH1: Ki=-1 K)=1 Ki=-1 Ks=1

KH2: Ki=-1 K=-1 K-=1 Ky=1

KH3: Ki=-1 K)=1 Ky=1 Ky=-1

Nun bilden wir die drei Kontrast-Quadratsummen gemafS Formel F13.74 und erhalten fir die erste
Kontrasthypothese KH1: QSku: = 793,80; fiir die zweite Kontrasthypothese QSxx. = 1170,45 und fiir die
dritte Kontrasthypothese QSkus = 39,20. Berechnet man die Summe aus diesen drei Kontrast-
Quadratsummen, ergibt sich der Wert fiir die QSyischen in der einfaktoriellen Varianzanalyse, namlich

2003,45. Das ist ein Beleg dafiir, dass es sich hier um orthogonale Kontraste handelt.
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(2) Fiihren Sie mit dem Datenbeispiel aus der Datei »daten_kap13.txt« eine Rangvarianzanalyse (H-Test)
durch. Zu welchem Ergebnis kommen Sie?

Zuniachst berechnen wir die bedingungsspezifischen Rangsummen. Sie lauten RS, = 1325; RS, = 836; RS; =
732 und RS; = 347. Als nichstes berechnen wir mit Hilfe dieser Rangsummen den Wert der Kruskal-
Wallis-Statistik (H) nach Formel F13.152 und erhalten:

' RS?
Ho 12 > L -3.(n+1)
n-(n+1) = n
12
= .155537,7-3-(80+1)
80-(80+1)
=45,03

Der kritische y*-Wert bei @ = 5 % und df = 3 Freiheitsgraden lautet )((2095;3) =7,81. Unser empirischer H-

Wert liegt deutlich dariiber. Die Nullhypothese, der zufolge die Mediane der vier Gruppen auf

Populationsebene identisch sind, kann verworfen werden.

(3) In Tabelle 13.5 sind die Ergebnisse des Experiments von Pihl et al. (1981) angegeben. Dort wurden 48
mannliche Versuchspersonen einer von vier experimentellen Bedingungen zugewiesen. Jede Bedingung
umfasst 12 Versuchspersonen; es wurde variiert, ob (a) den Versuchspersonen ein alkoholisches oder ein
nicht-alkoholisches Getrink gegeben wurde und (b) ob ihnen gesagt wurde, dass es sich um ein
alkoholisches oder um ein nicht-alkoholisches Getrank handele. Wir haben in Abschnitt 13.1.13 so getan,
als hatten wir es mit einem vierstufigen Faktor zu tun. Man kann das Experiment aber auch als zwei-
faktorielles Design mit den Faktoren A (»Getrank« mit den Stufen »alkoholisch« vs. »nicht-alkoholisch«)
und B (»Ankiindigung« mit den Stufen »alkoholisch« vs. »nicht-alkoholisch«) auffassen. In einem
solchen Auswertungsdesign kénnten neben den Haupteffekten des Faktors A und den Haupteffekten des
Faktors B auch noch die Interaktionseffekte A x B getestet werden.

(a) Testen Sie mit Hilfe einer zweifaktoriellen Varianzanalyse, ob es Haupteffekte des Faktors A, Haupteffekte
des Faktors B und Interaktionseffekte A x B gibt. Wie lassen sich die Ergebnisse der drei F-Tests inhaltlich
interpretieren?

Formt man Tabelle 13.5 so um, dass sich ein zweifaktorielles Auswertungsdesign ergibt, erhalt man die

folgende tabellarische Darstellung:

Mittelwerte (71-,() und Faktor B (Ankiindigung)
Standardabweichungen (G, ) alkoholisch nicht-alkoholisch Zeilenmittelwerte
A (k=1) (k=2)
alkoholisch X, =70 Xz =693 X, = 69,67
Faktor A (i=1) 6y, = 9,04 Gy, =10,57 o
(Getréink) nicht- X,, =73,25 X,, =61 _
alkoholisch N . X,, =67,13
(i=2) &, =764 G,y = 14,69
Spaltenmittelwerte X,; =71,63 X,, = 65,17 X =68,40
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Zunichst berechnen wir die mittleren Quadratsummen fiir die drei zu testenden Effekte mit Hilfe der

Formeln F 13.123 bis F 13.125. Wir erhalten:
J

K- nZeIIe : Z(ij. - X)2
MQS, = J’jl

2-12-((69,67 - 68,4)° + (67,13 68,4)")
- 2-1

=77,42

K
J- Nzetie 'Z(X-k - X)2
k=1

MQS, = |
2-12-((71,63-68,4)° + (65,17 - 68,4)" )
2-1
=500,78
K J
Ny -;Z}(ijk — X~ Xy + %)
MQS,.s = (JJ —l)-(K—l)
12-(8,38+8,38+8,38+8,38)
(2-1)-(2-1)
= 402,29

Die MQSinnerhan ergibt sich gemaf3 Formel F 13.127. Wir erhalten den Wert MQSin, = 116,90.
Es ergibt sich die folgende Tafel der Varianzanalyse:

Quelle der Variation QS df MQS F p
Haupteffekt A 77,42 1 77,42 0,66 0,42
Haupteffekt B 500,78 1 500,78 4,28 0,04
Wechselwirkung A x B 402,29 1 402,29 3,44 0,07
Residuum 5143,73 44 116,90

Gesamt 6124,22 47 130,30

Die Haupteffekte des Faktors A (Getrank) sind nicht signifikant, d. h. die Nullhypothese, dass es keinen
Einfluss der »echten« Alkoholhaltigkeit des Getrénks gibt, kann nicht verworfen werden. Die Haupteffekte
des Faktors B (Ankiindigung) sind signifikant, d. h. ob man den Versuchspersonen sagt, sie tranken ein
alkoholisches oder ein nicht-alkoholisches Getrank, macht einen Unterschied. Die Interaktionseffekte A x
B sind nicht signifikant, allerdings unterschreitet der empirische F-Wert nur knapp den kritischen F-Wert.

In solchen Fallen hat sich die Bezeichnung eingebiirgert, ein Effekt sei »marginal signifikant«.
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(b) Berechnen Sie die EffektgroBen dieser drei Effekte fiir die EffektgroBenmaBe #° (nicht-partiell), ﬁ;

(partiell), ¢° und @. Bewerten Sie die GroBe der Effekte.

- v - 5
Quelle der Variation 7 n f f

Haupteftekt A 0,013 0,015 0,015 0,123
Haupteffekt B 0,082 0,089 0,097 0,312
Wechselwirkung A x B 0,066 0,073 0,078 0,280

(c)

Nach der Taxonomie von Cohen (1988) handelt es sich bei dem Haupteffekt A um einen kleinen Effekt, bei
dem Haupteffekt B und dem Interaktionseffekt A x B handelt es sich um mittlere Effekte.

Wie viele Personen waren nétig gewesen, um die Nullhypothese, dass alle Interaktionseffekte Ax B in der
Population gleich 0 sind, mit einer Wahrscheinlichkeit von 90 % abzulehnen, wenn der Test auf einem

Signifikanzniveau von a =5 % durchgefiihrt wird und der Effekt in der Population n(zp axen = 0,05
betragt?

Wenn wir die optimale Stichprobengréfle mit Hilfe des Programms G*Power berechnen wollen, miissen

wir die Effektstarke }7(2p_A><B)1 zunichst in die Effektstirke ¢, umrechnen. Das tun wir mit Hilfe von Formel

0,05
1-0,05
Einstellungen:

TEST FAMILY = F tests

STATISTICAL TEST = ANOVA, fixed effect, speziall, main effects and interactions

TYPE OF POWER ANALYSIS: A priori

INPUT PARAMETERS: Effect size f. ¢1 = 0,23; « err prob: « = 0,05; Power (1 - Serr prob): 1 — f=
0,90; Numerator df: dfaxp=(J— 1) - (K- 1) = 1; Number of groups: ] - K = 4.

G*Power gibt in diesem Fall an, dass die optimale Stichprobengrofle #n = 201 betragen miisste. Es hatten

F13.57: ¢ = =0,23. Diesen Wert kénnen wir nun in G*Power einsetzen. Wir wihlen folgende

also 50 Personen pro Zelle untersucht werden miissen, um die Nullhypothese fiir den Interaktionseffekt A

x B mit einer Wahrscheinlichkeit von 90 % abzulehnen, wenn der Test auf einem Signifikanzniveau von «

=5 % durchgefiihrt wird und der Effekt in der Population n(zpiAxB)l = 0,05 betragt.
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